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Abstract: With the recent growth of the Internet, the volume of data has also increased. In particular,
the increase in the amount of unstructured data makes it difficult to manage data. Classification
is also needed in order to be able to use the data for various purposes. Since it is difficult to
manually classify the ever-increasing volume data for the purpose of various types of analysis
and evaluation, automatic classification methods are needed. In addition, the performance of
imbalanced and multi-class classification is a challenging task. As the number of classes increases,
so does the number of decision boundaries a learning algorithm has to solve. Therefore, in this
paper, an improvement model is proposed using WordNet lexical ontology and BERT to perform
deeper learning on the features of text, thereby improving the classification effect of the model. It
was observed that classification success increased when using WordNet 11 general lexicographer
files based on synthesis sets, syntactic categories, and logical groupings. WordNet was used for
feature dimension reduction. In experimental studies, word embedding methods were used without
dimension reduction. Afterwards, Random Forest (RF), Support Vector Machine (SVM) and Multi-
Layer Perceptron (MLP) algorithms were employed to perform classification. These studies were
then repeated with dimension reduction performed by WordNet. In addition to the machine learning
model, experiments were also conducted with the pretrained BERT model with and without WordNet.
The experimental results showed that, on an unstructured, seven-class, imbalanced dataset, the
highest accuracy value of 93.77% was obtained when using our proposed model.

Keywords: document classification; multi-class classification; word embeddings; WordNet; BERT

1. Introduction

Document and text classification is a fundamental task in Natural Language Processing
(NLP). This is the task of assigning a class label to a new unclassified document. It has
many applications, such as news content classification, spam filtering, opinion mining, etc.

Document classification is structurally different from sentence classification. Docu-
ments consist of multiple sentences. Sentences have ambiguous and complex semantic
relationships, which makes it difficult to classify documents. In addition, as the number of
document categories increases, their management becomes more difficult.

Automatic document classification is a supervised machine learning technique that
involves determining whether a particular document belongs to a specific category by
analyzing the words or terms used in the document and comparing them to those associated
with the category [1]. Moreover, as the number of classes increases, the number of decision
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boundaries will also increase. Therefore, it will be difficult for the algorithm to solve the
problem. This is particularly difficult if the data is imbalanced.

In a study conducted with the aim of increasing classification success rate, it was
emphasized that reducing the size of the feature vector is important for increasing the
success of the model. In the study, size reduction algorithms were divided into feature
selection and feature extraction algorithms [2]. Feature extraction methods use algebraic
transformations to reduce high-dimensional feature vectors to lower-dimensional spaces.
Feature extraction algorithms can be divided into two types: linear and nonlinear algo-
rithms [3]. These algorithms perform data transformation using optimization techniques.
The most important method is Principal Component Analysis (PCA) [4], which produces
new features.

Developments in deep learning methods have resulted in developments in the field of
text classification. Experimental studies have been carried out with the aim of increasing
the success of classification models, especially with the emergence of the BERT model. In
one study, the authors reported that methods using attention mechanisms such as BERT
have the ability to capture contextual information present in the document. Within the
scope of that study, the VGCNBERT model was proposed, which combines the capability
of BERT with a Vocabulary Graph Convolution Network (VGCN). In their experiments,
the best results were obtained when using the two-class SST-2 dataset, with an F1-Score
of 91.93. The use of WordNet in future studies was also suggested by the authors, as the
vocabulary graph can provide useful global information for BERT [5]. Therefore, it can be
concluded that the use of WordNet could be beneficial.

In some recent studies, the WordNet lexical ontology and BERT language model were
used together to perform document classification, where the role of WordNet was as a
source of semantic knowledge, such as with respect to word embeddings, e.g., path2vec and
wnet2vec, while that of BERT was to extract the local feature information of the documents
and to classify them [5,6].

In contrast to the articles described above, in this study, we propose a new model
of WordNet lexical ontology and the BERT language model in which WordNet is used
for dimension reduction using lexicography instead of domain ontology with the aim of
increasing the success of the classification model on an imbalanced, multi-class dataset
containing seven classes. In the experiments carried out in this study, WordNet is applied
before classification by machine learning algorithms and BERT. The advantage of our new
hybrid model is that it reduces the feature vector size, catches the semantic similarities
of the words in the sentence, and provides higher classification success on unstructured,
imbalanced and high-dimensional multi-class documents. The contributions of this article
are manifold, as detailed below.

1. Evaluation of the effect of using the WordNet ontology for feature dimension reduction
on classification success on imbalanced and multi-class (seven class labels) data.

2. Comparison of the performance of machine learning and deep learning classification
algorithms when used on a multi-class imbalanced dataset with different imbalance
ratios.

3. The use of WordNet for dimension reduction using lexicography instead of domain
ontology, together with some word embedding methods, before classical machine
learning models increases the success of some of the classification models.

4. The highest success was achieved when using WordNet for dimension reduction
with lexicography and the BERT algorithm as a hybrid model. It can be seen from
our experimental studies that feature dimension reduction based on lexicography
increased classification success.

This article is organized as follows. In Section 2, the existing literature is discussed
under four different categories; then, the methodology is presented in Section 3. In Section 4,
the preparations made before the experimental studies are explained. In Section 5, the
experimental studies and results are evaluated. The last section of the study presents the
conclusions and future work.
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2. Literature Review

Studies related to text and document classification have been carried out on different
subjects and with different purposes. In this section, we will examine the studies in which
machine and deep learning methods were used together with semantic knowledge to
increase the success of document classification.

2.1. Document Classification

Classifying massive numbers of textual documents is an important need in knowledge
discovery. There are many studies available in the literature in the field of classification, and
studies on this subject have been performed focusing on feature dimension reduction [7],
word embedding [8], and the experimental evaluation of classification algorithms [9]. Doc-
ument classification applications can be categorized into six groups, as follows: information
retrieval, information filtering, sentiment analysis, recommender system, knowledge man-
agement, and document summarization [7].

In a study conducted on three different legal document sets using CNN, RNN, GRU
and LSTM algorithms, the highest precision value of 92.11% was obtained using the CNN
model [10].

In a study researching classification using word embedding methods, experiments
were conducted using pretrained word2vec, GloVe, fastText methods and trained in-domain
word2vec and Doc2Vec neural word embeddings. The study demonstrated that using
word2vec and Doc2Vec neural word embeddings improved distance-based multi-class
textual document classification [11].

Word embedding algorithms can be employed with the help of feedforward neural
networks to extract semantic relationships from large numbers of text documents. However,
they need huge amounts of textual data to perform well. Studies have been conducted using
external semantic sources to improve the semantic relations among the words revealed by
these models. In one of these studies, Wikipedia was used as an external semantic resource
in order to better be able to work with distributed methods like word2vec in problems
with small amount of labeled data. In another study, to resolve the requirement for vast
training sets for the word2vec word embedding algorithm and to work well in practice,
small labeled datasets of semantic features were used, which were reproduced by human
experts [12].

2.2. Feature Dimension Reduction Using WordNet Ontology

Ontology-based research has recently become important in the search for linguistic
patterns with the aim of increasing classification success. In a study on this subject aiming
to classify clauses, entire lines, and sentences in legal text analytics work on contracts,
smaller datasets were used, and fewer classes were focused on [13,14]. In another study, a
method for extracting specific entities related to market analysis was presented utilizing
domain ontology [15].

For the improvement of text classification performance, the information in knowledge
bases such as Wikipedia and WordNet can be applied. Semantic correction was presented
in [16] by including a priori information from WordNet in text classification. To incorpo-
rate semantic similarity between words, a smoothing matrix was employed, which was
derived from WordNet. The smoothing was applied to TF-IDF feature vectors to improve
semantic coherence. This causes the feature values of terms that are semantically related to
increase. Another study that used WordNet to design a semantic smoothing kernel for text
classification is [17]. The similarity between words was calculated based on their shared
super concepts. Cristianini et al. [18] used LSI to incorporate semantic relations between
terms calculated into a kernel.

In another study, sentiment classification was performed using 1,578,627 tweets. Clas-
sification success was measured using BoW and Semantic BoW. Here, the similarity cal-
culation between the words was performed using WordNet, and the attribute size was
reduced by reducing similar words to one. By using the AdaBoost Classifier and the
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KNeighbors Classifier together with Semantic BoW, it was observed that the classification
success increased by 1–4% compared to the classical BoW method. However, since the
accuracy when using the Semantic BoW method only reached 69%, an improved success
rate is needed [19].

Ontology-based dimension reduction methods have become important in classification
studies. In a study in which feature dimension reduction was carried out by avoiding word
repetition with WordNet, a structure was proposed in which classification was performed
with CNN [20]. In another study on this subject, the authors compared Naive Bayes,
Jrip, J48 and SVM classification methods with PCA and ontology-based feature reduction
methods, and it was seen that ontology-based reduction gave better results than PCA. The
highest success rate was obtained by SVM, at 85%. In the study, 15 imbalanced categories
belonging to the Reuters-21578 dataset were used [21].

2.3. Binary and Multi-Class Classification

There are many studies in the literature related to binary text classification. Studies
have been carried out in this area focusing on the detection of breast and skin cancer [6]
and the classification of news-related tweets [22].

Two-class sentiment classification was performed using the SST-2, MR, CoLA and
R8 datasets. The Text-GCN, Bi-LSTM, VGCN, BERT, STGCN + BERT + BiLSTM, VGCN-
BERT and IMGCN models were used for classification. On other datasets, with the ex-
ception of R8, the IMGCN model achieved higher accuracy results than the other models.
However, the highest accuracy value on the R8 dataset was obtained when using the
STGCN + BERT + BiLSTM model. A two-layer BiLSTM model was utilized to integrate
the local feature information obtained from the BERT model with the global information
obtained from the GCN model [23].

However, studies using multi-class datasets are increasing day by day. As the number
of classes increases, the decision boundaries that the algorithm must solve will also increase.
This makes the process more difficult than a binary classification problem. In one of the
studies, two different datasets were used. A set of 21,000 seven-class, balanced tweets was
used for training and a set of 19,740 seven-class, balanced tweets was used for testing. In
the study, three different experiments were conducted using the random forest model. In
the first experiment, the seven class labels were consolidated into two classes: positive
and negative. In this case, the accuracy value was 0.81. When consolidated into three
classes—positive, neutral and negative—the accuracy value was 0.70. When seven class
labels were used, the result was 0.60. The model success decreased with increasing numbers
of class labels, making learning more difficult [24].

An experimental study was conducted on a total of 10,000 financial news reports
from the Times of India, Money Control, Bloomberg and Financial Express news sources
between 2017 and 2020. There were four class effects in total, and the unbalanced dataset
was balanced using the SMOTE method. The Random Forest, Logistic Regression, Linear
SVC, Multi-layer Perceptron and Decision Tree algorithms were used, together with TF-IDF.
The highest accuracy value was obtained when using Random Forest, at 0.93. In the next
experiment, DistilBERT was used instead of TF-IDF, and an accuracy value of 0.94 was
obtained with Random Forest [25].

The combination of WordNet and deep learning-based models such as BERT is cur-
rently a hot research topic. In a study using WordNet and BERT, Text-GCN, Bi-LSTM,
VGCN, BERT, VGCN-BERT and the proposed Mutual Graph Convolution Networks
(MGCN) model were used on two-class SST-2, MR and CoLA datasets. The Mutual
Graph Convolution Networks (MGCN) model introduced the semantic dictionary, which
is dependent on WordNet and the BERT model. MGCN uses dependency to address
context dependence issues and utilizes WordNet to gather additional semantic information.
Experimental studies were carried out, and the highest success rate was obtained when
using MGCN, the recommended model, which achieved a Macro F1-score of 92.31% [26].
WordNet can also be used for embedding. WN embeddings have demonstrated a reason-
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able color density towards [CLS]. In this study, the WN2V-BERT model was proposed,
and the highest accuracy value of 93.23% was obtained on the two-class dataset [6]. In
addition to binary classification, studies have been carried out on multi-class datasets using
BERT and BERT-like methods. In a related study, experiments were conducted using the
LSTM, Bidirectional LSTM, BERT, BERT uncased, DistilBERT, RoBERTa, XLM-RoBERTa,
GPT-2, RoBERTa CustomNet and RoBERTa ConvNet methods using four-class news data.
The highest results were obtained with the use of RoBERTa, at 91.91% [27]. Studies have
shown that the success rate of classification is affected by the increase in the number of
classes [24]. In addition, since WordNet provides more semantic information, it has been
used in research on text/document classification.

2.4. Statistical Analysis of Document Classification

There are a few statistical analysis methods available to evaluate performance. The
Friedman test is one of the more popular multiple comparison methods [28]. The Friedman
test was applied for statistical analysis in a study in which the Multivariate Relative
Discrimination Criterion (MRDC) method was applied to perform feature selection in text
classification. This test was applied to the Precision and Recall values, where the number of
methods was M = 5 and the number of datasets was N = 3, and the critical value of Fisher
distribution with M—1 degrees of freedom was F (4, 8) = 3.838 for α = 0.05. As a result, it
was seen that the FF value was greater than the critical value of 3.838 [29].

In a different study on text classification, a two-stage feature selection method was
proposed involving univariate feature selection and feature clustering. The objective was
to first narrow down the search space and then to choose feature sets that were relatively
independent. In the study, FS-CHICLUST, SVM, KNN, Decision Tree and Naive Bayes
algorithms were used, and when Friedman test was performed, the following results were
obtained: Friedman chi-square = 39.9447, df = 4, p value = 4.444 × 108. According to these
results, since the p value is very low, the null hypothesis that the difference in ranks is
not significant is rejected, indicating that the FSCHICLUST algorithm demonstrates better
performance than the other classifiers [30].

3. Methodology

In this study, experimental activities are carried out using WordNet Ontology, four
different word embedding methods and four different classification algorithms. The rest of
this section describes the machine learning, deep learning, and ontology framework that
was structured specifically for this study.

3.1. WordNet Ontology

WordNet 3.0 is a large lexical ontology that connects over 117,000 English synonyms
(synsets) through semantic relationships. It is widely used in NLP works [31], and it
was created and is maintained under the direction of psychology professor George A.
Miller [32].

WordNet is used in many different areas, such as automatic text classification, machine
translation, word-sense disambiguation, information retrieval, automatic text summariza-
tion [33].

WordNet includes many components. Lexicographer files are the most important
components of WordNet. These files are categorized as domain-based, and each of them
contains the synsets for a specific syntactic category. WordNet contains 45 PoS (noun, adj,
verb or adv)-based lexicographer files [34].

Figure 1 shows the structure of the WordNet lexical ontology. The figure excludes
some classes and features that are not necessary for comprehending the dataset and experi-
ments [35].
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3.2. Word Embedding Methods
3.2.1. Bag of Words (BoW)

BoW is a widely used technique for extracting textual attributes, where the document
is represented as a vector consisting of word frequencies [36]. In this model, given a pre-
made dictionary, a text is represented by a set of words. This notation can be binary. If a
word is in the text, it scores 1, otherwise it scores 0 [37].

3.2.2. TF-IDF

The word weight calculation method is the most widely used feature in vector space
models, and was first proposed in [38] in the context of the TF-IDF algorithm. It basically
consists of two parts: the frequency of the words and the frequency of the reversed texts.

When creating TF-IDF vectors, first, term frequencies are calculated [39]. Different
methods can be used to carry out this process. In general, the basic method is to calculate
the term frequency by dividing the number of occurrences of a word in the document by
the total number of words in that document. That is, the term frequency measures how
often a word appears in a document [40]. After calculating the TF (term frequency), IDF
(inverse document frequency) is calculated [41].

3.2.3. Word2Vec

Word2vec is a word embedding approach and was suggested by Mikolov as a method
for use on Google in 2013 [42]. This model avoids nonlinear transformations and therefore
makes training extremely efficient. It allows embedded word vectors to be learned from
the millions of words in this dictionary, as well as from very large datasets with billions of
words [43].

The Word2vec method has two different learning models. These are CBOW (con-
tinuous bag-of-words model) and skip-gram (continuous skip-gram model) [44]. The
architectures of these models are illustrated in Figure 2.

In CBOW, the model is trained to predict the target word based on the context provided
by the surrounding words. The target word wi is predicted by taking the input words
wi − 2, wi − 1, wi + 1, wi + 2.

In the field of NLP, skip-gram is commonly used to generate word representations
that can be used to predict the surrounding words in a sentence or document. According
to Mikolov, although skip-gram is slower for infrequent words, it works well with small
amounts of training data [44].

In the CBOW method, words outside the center of the window size parameter are
taken as input. In the skip-gram method, the word in the middle of the window size
parameter is taken as input [42].
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3.2.4. Doc2Vec

Doc2Vec generates a vector representation of a document to predict the target word [37].
In doing so, document length is not considered. Doc2Vec can be divided into the Distributed
Memory Model of Paragraph Vectors (PV-DM), and the Distributed Bag of Words version of
Paragraph Vector (PV-DBOW). The architectures of these models are illustrated in Figure 3.
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In the PV-DM method, a single word is considered from each paragraph, and each
paragraph has a unique identity. PV-DBOW uses a paragraph vector to classify the words
in the document.

While both the PV-DM and PV-DBOW methods are used for generating distributed
representations of words, there are some differences between them. PV-DM, as illustrated
in Figure 3a,b, predicts four words from a single input. Another key difference is that
PV-DBOW tends to require less storage space, as it only stores SoftMax weights, whereas
PV-DM requires more data storage. The third difference is that the PV-DM target pulls the
words around it, while PV-DBOW extracts one word from the entire paragraph [44].

These word embedding methods are summarized in terms of their advantages and
disadvantages in Table 1, below.

Table 1. Advantages and disadvantages of word embedding methods.

Word Embedding Method Advantages Disadvantages

BoW

Characterized by ease of implementation.
It does not require extensive training data.
It can be used to create an initial draft model
before proceeding to more sophisticated word
embeddings.

It does have a few limitations and drawbacks.
As the size of the vocabulary increases, the size
of the BoW vector representation grows
accordingly.
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Table 1. Cont.

Word Embedding Method Advantages Disadvantages

TF-IDF

The algorithm is simple to use, as it is
computationally efficient, cost effective to run,
and provides a clear basis for similarity
calculations.

TF-IDF cannot assist in carrying semantic
meaning.
TF-IDF disregards word order.

Word2Vec

It is a computationally efficient method for
generating word embeddings.
It produces embeddings that capture semantic
relationships between words.
It employs dimensionality reduction
techniques to compress the high-dimensional
vector space of words into a lower-dimensional
space.
It is flexible and can be trained on different
datasets.
Word2vec can be used for language modeling,
which involves predicting the likelihood of a
sequence of words occurring in a text corpus.

Word2vec does not handle polysemy very well,
which is the phenomenon of a single word
having multiple meanings.
Word2vec requires a large corpus of text to
train on, and it may not perform well on words
that are not present in the training data.
While word2vec produces vector
representations of words, it can be difficult to
interpret what these vectors actually represent.
While word2vec is generally computationally
efficient, it can still require significant
computing resources, especially when training
on large datasets or with complex models.

Doc2Vec

Doc2vec can generate vector representations
that capture the semantic relationships
between entire documents, making it useful for
tasks such as document classification,
clustering, and similarity searches.
Unlike traditional bag-of-words models,
doc2vec can handle variable-length documents,
which makes it useful for processing long and
complex documents.
Doc2vec can incorporate the context of a
document, including the surrounding
documents and other relevant information,
into the vector representation of the document.
Doc2vec is computationally efficient and can
be used on large datasets.

Doc2vec is a more complex model than
traditional bag-of-words models, and can be
more difficult to implement and interpret.
Doc2vec can require significant computing
resources, especially when trained on large
datasets or with complex models.
The quality of the document embeddings
produced by doc2vec depends on the quality
and size of the training data.
While doc2vec produces vector representations
of documents, it can be difficult to interpret
what these vectors actually represent. This can
make it challenging to understand why certain
documents are more similar to each other than
others.

3.3. Classification Methods
3.3.1. Random Forest (RF)

The RF Algorithm, which was first presented in the literature in [45], performs clas-
sification by training each decision tree on a different observation sample and producing
various models.

These are the steps involved in the Random Forest (RF) algorithm:

1. Random samples are selected from the input dataset.
2. The algorithm constructs a decision tree that will yield the prediction result for each

selected sample.
3. This model is used in the classification problem for each of the predicted outcomes.
4. The prediction that receives the most votes is the final result.

The definition of the k trained decision trees in the Random Forest model is given in
Equation (1), below.

H
(
X, θj

)
=

k

∑
i=0

hi
(
x, θj

)
, (j = 1, 2, 3, . . . , m) (1)

The general architecture of the RF, depicting this situation, is illustrated in Figure 4.



Appl. Sci. 2023, 13, 6139 9 of 22

Appl. Sci. 2023, 13, x FOR PEER REVIEW 9 of 23 
 

1. Random samples are selected from the input dataset. 

2. The algorithm constructs a decision tree that will yield the prediction result for each 

selected sample. 

3. This model is used in the classification problem for each of the predicted outcomes. 

4. The prediction that receives the most votes is the final result. 

The definition of the k trained decision trees in the Random Forest model is given in 

Equation (1), below. 

𝐻(𝑋, 𝜃𝑗) =  ∑ ℎ𝑖(𝑥, 𝜃𝑗),         (𝑗 = 1,2,3, … , 𝑚)
𝑘

𝑖=0
 (1) 

The general architecture of the RF, depicting this situation, is illustrated in Figure 4. 

 

Figure 4. General architecture of RF [46]. 

3.3.2. Support Vector Machine (SVM) 

The SVM was invented in 1960 [47]. Following its invention, it was presented in 1998 

by Vapnik [48]. Initally, SVM was presented as a form of initial binary classification [49]. 

Then, two types appeared: linear and multi-class SVM [50]. 

SVM is used to classify data on the basis of two distinct categories and to find the 

best hyperplane [51]. The primary objective is to find a hyperplane that maximizes the 

distance with the nearest data points [52,53]. To maximize the minimum distance between 

the hyperplane and the training data, an algorithmically selected hyperplane is used. The 

minimum distance is usually referred to as the margin [54]. The structure of the SVM is 

shown in Figure 5. 

 

Figure 5. SVM structure. 

Figure 4. General architecture of RF [46].

3.3.2. Support Vector Machine (SVM)

The SVM was invented in 1960 [47]. Following its invention, it was presented in 1998
by Vapnik [48]. Initally, SVM was presented as a form of initial binary classification [49].
Then, two types appeared: linear and multi-class SVM [50].

SVM is used to classify data on the basis of two distinct categories and to find the
best hyperplane [51]. The primary objective is to find a hyperplane that maximizes the
distance with the nearest data points [52,53]. To maximize the minimum distance between
the hyperplane and the training data, an algorithmically selected hyperplane is used. The
minimum distance is usually referred to as the margin [54]. The structure of the SVM is
shown in Figure 5.
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The hyperplane formed by SVM can be formulated according to Equation (2) [12]:

f(x) = wT ·x + b (2)

The optimization problem of SVM can be summarized as shown in Equation (3):

min
1
2
||x||2 (3)

subject to Equation (4):

yi(wTxi + b) ≥ 1, ∀i1 = 1, 2, . . . , N (4)
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3.3.3. Multi-Layer Perceptron (MLP)

MLP is one of the most significant classes of Artificial Neural Network. It is a powerful
modeling method that performs supervised learning using labeled data samples. This
method creates a nonlinear function model that allows the estimation of outputs from given
inputs [55].

In MLP, each of the components of the network determines a bias-weighted sum of its
inputs and passes the calculated values through a transfer function to produce their output,
and the units are designed in a layered feed-forward topology. By modeling functions with
a number of hidden layers and neurons in each layer, MLP networks can determine the
complexity of a function. The number of hidden layers to use depends on the problem and
the data type used for the models [56].

The layers of the MLP, the architectural structure of which is shown in Figure 6, are as
follows [57]:
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3.3.4. Bidirectional Encoder Representations from Transformers (BERT)

BERT, which has recently entered the literature, is a Transformer (deep learning model)-
based machine learning model for NLP pretraining that was propounded in October 2018
by Google [58].

BERT uses the Transformer [59] architecture to learn word representations. Trans-
former is a new architecture for array modeling that can be incorporated into deep networks.
Using only attention mechanisms, the Transformer learns about global dependencies be-
tween input and output [60].

BERT is used in two ways, one of which is the Masked Language Prediction approach.
In this method, a few words of the input text are masked and then input into the BERT
model, which is then used to predict the masked words. To predict a masked word, the
BERT model considers the context of the unmasked words that precede and follow it.

BERT can be applied in two phases: pretraining and fine-tuning. During pretraining,
the model learns to recognize the input text data and its contextual relationships. In the
fine-tuning phase, the model adapts to a specific task and refines its understanding to
provide the best solution. By adding a new layer, a pretrained BERT model can be fine-
tuned to achieve exemplary results [61]. BERT uses the same architecture in the pretraining
and fine-tuning stages, and both stages are shown in Figure 7.
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The BERT model consists of three parts: token placement, partition placement, and
position placement [62]. In the model, sentences always start with [CLS] and end with
[SEP]. The overall input text sequence is classified according to the output embedding
associated with the [CLS] token.

BERT has two different variants: Base and Large. BERT-Base consists of 12 layers,
768 hidden dimensions, and 12 attention heads, with 110M total parameters. On the other
hand, BERT-Large consists of 24 layers, 16 attention heads, 1024 hidden dimensions, and
340M total parameters [55]. The Base and Large variants also have two different versions
each: cased and uncased. In the uncased version, text is converted to lowercase before the
word tokenization process. Conversely, the cased version is case sensitive [63].

These classification methods are summarized in terms of their advantages and disad-
vantages in Table 2 below.

Table 2. Advantages and disadvantages of classification methods.

Classification Method Advantage Disadvantage

RF

It helps to enhance accuracy by mitigating overfitting
in decision trees.
It is versatile and can be used for both classification
and regression problems.
It is effective for working with both categorical and
continuous values.
It can handle missing values in the data without the
need for imputation or pre-processing.

It requires a substantial amount of computational
power and resources.
It can take a long time to train, as it combines a large
number of decision trees to determine the class.
Due to the use of an ensemble of decision trees, RF
also faces challenges with interpretability and
struggles to determine the significance of each
variable.

SVM

SVM is particularly effective when there is a clear
separation between classes.
In high-dimensional spaces, SVM tends to be more
effective.
SVM is effective in scenarios where the number of
dimensions exceeds the number of samples.
It is known for its relatively efficient memory usage.

The SVM algorithm is not suitable for processing
large datasets due to its higher computational
complexity and memory requirements.
SVM does not perform well when the dataset
contains more noise.
SVM does not perform well if the number of features
per data point exceeds the number of training
samples.

MLP

It is capable of addressing complex nonlinear
problems.
It can effectively handle large amounts of input data.
After the training process, MLP can make quick
predictions.
MLP can achieve comparable levels of accuracy even
with smaller sample sizes.

MLP includes too many parameters because it is
fully connected.

BERT
BERT is a technology for generating “contextualized”
word embeddings/vectors, which is its biggest
advantage.

It is very computationally intensive at inference time,
meaning that if you want to use it in production at
scale, it can become costly.
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4. Experimental Design

This section provides an overview of the datasets used, outlines the data preprocessing
steps, and details the dimension reduction approach employed in our study.

4.1. Application Design

In the context of this study, all experiments were carried out on a computer with a
2.60 GHz six-core Intel core i7 processor and 16 GB memory running the Windows 10
Enterprise operating system. Python 3.8.2 was used as the programming language and
Visual Studio Code was used as the IDE. As Python libraries, Sklearn for TF-IDF, BoW,
MLP, SVM, RF; Gensim for Word2Vec and Doc2vec; and Transformers for BERT were used.

A console application was developed in order to be able to perform the experiments
quickly and easily. Depending on the criteria selected on the application menu, data
preprocessing, WordNet, word embedding and classification methods can be run.

4.2. Dataset

Studies in document classification have been carried out using many different datasets.
For example, a minimum of two class labels are generally used in sentiment analysis
studies. Apart from this, studies have been performed using datasets such as Twitter,
complaints, comments, spam and news. In the context of this study, a dataset with a small
amount of imbalanced with seven class labels was selected, and the success of machine
learning and deep learning models was evaluated. In the experiments, 4817 lines of news
content data from the English news website Inshorts, which we downloaded from Kaggle,
were used. In the dataset, there was news belonging to seven different categories (class
labels): “Automobile”, “Entertainment”, “Politics”, “Science”, “Sports”, “Technology”, and
“World” [64]. Detailed information about the dataset used in the experimental studies is
shown in Table 3.

Table 3. Dataset details.

Class Number Category (Class
Label) Name

Total
Number of Data

Number of Data
in Training Set

Number of Data
in Test Set

1 Automobile 256 190 66
2 Entertainment 998 697 301
3 Politics 546 380 166
4 Science 389 277 112
5 Sports 856 594 262
6 Technology 751 514 237
7 World 1021 719 302

4.3. Data Preprocessing

In the data preprocessing stage, the following steps were carried out, in turn:

• Punctuation marks were removed.
• HTML tags were removed.
• Numeric expressions were removed.
• All words were converted to lowercase.
• Stop words were removed.
• Word spellings were corrected.
• Lemmatization was applied.
• Stop words formed after lemmatization were removed.

In the preprocessing stage, Python SymSpell was used to perform word correction,
and the NLTK library was used for the removal of stop words and lemmatization.

At the end of this step, we decomposed the dataset into two, comprising 70% training
and 30% testing. Details of the training set and testing set data after decomposition are
shown in Table 3.
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4.4. Ontology-Based Feature Dimension Reduction

One of the most important and distinctive stages of this study is the feature dimension
reduction stage. In this step, the size of the vector space is narrowed using the NLTK
WordNet library.

WordNet has forty-five lexicographer files based on synthesis sets, syntactic categories,
and logical groupings. Each lexicographer file can be described using a file number.
Additionally, to indicate a lexicographer filename in an effective way, file numbers are
encoded in multiple parts of the WordNet ontology. File word names, which provide the
connection between file names and numbers, are used by end users or programs to interact
with them.

There are 45 lexicographer files in total, and within the scope of this study, 11 general
lexicographer files suitable for the dataset were selected and used. Lexicographer files
which were not associated with the dataset were ignored. The names of the lexicographer
files used in the study and their corresponding file numbers, along with a brief description
of the contents of each file, are shown in Table 4.

Table 4. Lexicographer file names and their file numbers.

File Number Name Contents

13 noun.food nouns denoting foods and drinks
15 noun.location nouns denoting spatial position
18 noun.person nouns denoting people
21 noun.possession nouns denoting possession and transfer of possession
23 noun.quantity nouns denoting quantities and units of measure
25 noun.shape nouns denoting two- and three-dimensional shapes
28 noun.time nouns denoting time and temporal relations
37 verb.emotion verbs of feeling
40 verb.possession verbs of buying, selling, owning
41 verb.social verbs of political and social activities and events
43 verb.weather verbs of raining, snowing, thawing, thundering

Table 5 shows the original state of the three sample rows in the dataset, after the data
preprocessing step, and after applying the WordNet lexical ontology. Words marked in
bold indicate changes with respect to the WordNet lexicographer file.

Table 5. Change in data after applying data preprocessing and WordNet.

Original Data After Preprocessing After WordNet

Iranian authorities on Saturday executed journalist
Ruhollah Zam over his online work that helped
inspire nationwide economic protests in 2017. A
court had sentenced Zam to death in June after he
was found guilty of “corruption on earth”, one of
the country\’s most serious offences. Zam had
been living in exile in France but was arrested in
October last year.

iranian authority saturday executed
journalist roll online work helped
inspire nationwide economic protest
court sentenced death june found
guilty corruption earth one country
serious offence living exile france
arrested october last year

person authority time social
person roll online work social
emotion nationwide economic
protest court sentenced death time
possession guilty corruption earth
quantity country serious offence
living person location arrested
time time time

Tokyo Stock Exchange (TSE) President and CEO
Koichiro Miyahara will step down to accept
responsibility over a system failure last month that
resulted in the first all-day stoppage of trading
since the exchange switched to all-electronic
trading in 1999. Akira Kiyota, the Group CEO of
Japan Exchange Group that runs the TSE, will
temporarily take over Miyahara’s role.

tokyo stock exchange president co
cairo micah ara step accept
responsibility system failure last
month resulted first day stoppage
trading since exchange switched
electronic trading akita toyota group
co japan exchange group run
temporarily take micah ara role

location possession exchange
person co location person ara step
accept responsibility system failure
time time resulted first time
stoppage trading since exchange
switched electronic trading akita
toyota group co location exchange
group run temporarily possession
person ara role
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Table 5. Cont.

Original Data After Preprocessing After WordNet

Mick Schumacher, son of seven-time world
champion Michael Schumacher, will be racing for
Haas in the next Formula One season. The
21-year-old German signed a multi-year
agreement and will partner Russian Nikita
Mazepin. “The prospect of being on the Formula
One grid next year makes me incredibly happy . . .
I\’m simply speechless”, said Mick. He is
currently leading the Formula Two championship.

mick schumacher son seven time
world champion michael schumacher
racing haas next formula one season
year old german signed multi year
agreement partner russian nikita
maze prospect formula one grid next
year make incredibly happy simply
speechless said mick currently
leading formula two championship

person schumacher person
quantity time world champion
person schumacher racing haas
next formula quantity time time
time person signed multi time
agreement person person nikita
maze prospect formula quantity
grid next time make incredibly
happy simply speechless said
person currently leading formula
quantity championship

5. Experiment and Results
5.1. Proposed Model

After the data preprocessing phase, the subsequent experiments are divided into
two parts: with the use of WordNet and without the use of WordNet. Afterwards, word
embedding methods were used both with WordNet and directly with the RF, SVM and
MLP classification algorithms. Since there is no need to use word embedding methods
in the BERT algorithm, separate experiments were conducted both with and without
WordNet. The purpose of using WordNet in the study was to investigate its contribution
to classification success by reducing the feature vector space. The system architecture for
the studies carried out is illustrated in Figure 8. This proposed architecture is composed
of five main parts: dataset, data preprocessing, feature reduction with WordNet, word
embedding, and classification, respectively.
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5.2. Machine Learning Classifiers

In the experiments, different parameter values were used for each of the word embed-
ding methods. The optimal parameters of the BoW, TF-IDF, Word2Vec, Doc2Vec, SVM, and
MLP algorithms, which were determined experimentally, are shown in Table 6.
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Table 6. Optimal parameters adapted for BoW, TF-IDF, Word2Vec, Doc2Vec, SVM, MLP.

(a) Parameters for BoW

Parameter Parameter Value

Max Features 500
Min df 5
Max df 0.7

(b) Parameters for TF-IDF

Parameter Parameter Value

Max Features 1000
Min df 5
Max df 0.7

(c) Parameters for Word2Vec

Parameter Parameter Value

Training Algorithm skip-gram
Window 5

Min Count 5
Size 200

Workers 100
Epoch 100

(d) Parameters for Doc2Vec

Parameter Parameter Value

Training Algorithm PV-DM
Vector Size 200

Window 8
Workers 100
Epoch 25

(e) Parameters for RF

Parameter Parameter Value

Random State 0

(f) Parameters for SVM

Parameter Parameter Value

Max Iter 15,000
Kernel Linear

Gamma Auto

(g) Parameters for MLP

Parameter Parameter Value

Solver lbfgs
Max Iter 50

Hidden Layer Sizes 50, 50, 50
Activation Relu

In each of the machine learning-based classification algorithms, the BoW method was
used first, and experiments were carried out with the optimal parameters, as shown in
Table 6a, in order to compare the success of the models under the same conditions. The
experiments were then continued using the optimal parameters in Tables 6b, 6c and 6d,
respectively. We conducted experiments with different parameter settings, depending on
the model. In RF, we used the default parameters. In SVM, we tested kernel functions such
as linear, polynomial, RBF, and sigmoid, a maximum number of iterations ranging from
1000 to 15,000, and gamma set to ‘auto’. Finally, in MLP, we tested activation functions such
as relu and sigmoid, a maximum number of iterations ranging from 50 to 100, and hidden
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layer sizes ranging from 30 to 50. After analyzing the experimental results, we determined
the optimal parameters for each model, and these are presented in Table 6e–g.

The results of the testing performance of different ML classifiers on our dataset are
shown in Tables 7–9.

Table 7. Macro averaged scores for RF classification.

Method Precision Recall F1-Score Accuracy

BoW + RF 91.29% 90.53% 90.87% 91.35%
TF-IDF + RF 90.66% 90.33% 90.43% 91.35%

Word2Vec + RF 90.57% 88.34% 89.32% 91.14%
Doc2Vec + RF 92.67% 91.41% 91.96% 92.39%

WordNet + BoW + RF 90.40% 89.78% 90.04% 90.73%
WordNet + TF-IDF + RF 92.19% 91.70% 91.94% 91.90%

WordNet + Word2Vec + RF 92.60% 90.27% 91.33% 91.77%
WordNet + Doc2Vec + RF 92.55% 92.79% 92.62% 93.01%

Table 8. Macro averaged scores for SVM classification.

Method Precision Recall F1-Score Accuracy

BoW + SVM 89.36% 90.42% 89.70% 90.45%
TF-IDF + SVM 89.95% 90.09% 89.91% 91.00%

Word2Vec + SVM 86.96% 87.36% 87.07% 88.03%
Doc2Vec + SVM 91.46% 91.52% 91.41% 92.18%

WordNet + BoW + SVM 91.76% 91.10% 91.38% 91.90%
WordNet + TF-IDF + SVM 90.04% 90.94% 90.37% 90.66%

WordNet + Word2Vec + SVM 87.20% 86.39% 86.68% 87.89%
WordNet + Doc2Vec + SVM 91.70% 92.05% 91.85% 92.25%

Table 9. Macro averaged scores for MLP classification.

Method Precision Recall F1-Score Accuracy

BoW + MLP 89.54% 89.37% 89.43% 90.38%
TF-IDF + MLP 83.72% 82.64% 82.87% 84.99%

Word2Vec + MLP 75.91% 73.89% 74.63% 81.32%
Doc2Vec + MLP 90.69% 89.48% 90.00% 91.07%

WordNet + BoW + MLP 90.35% 90.78% 90.51% 91.07%
WordNet + TF-IDF + MLP 87.60% 87.30% 8.41% 89.14%

WordNet + Word2Vec + MLP 79.41% 75.75% 77.03% 81.88%
WordNet + Doc2Vec + MLP 91.84% 90.73% 91.21% 91.63%

Table 7 shows the results of the classification study obtained when using the RF
algorithm. According to the experiments conducted in this category, the highest success
was obtained when using WordNet ontology and Doc2Vec together, with an accuracy of
93.01%. This success was achieved with Doc2Vec using N = 200 as vector size, W = 8 as
the window size, 100 workers, and 25 epochs. The results of the experiments using the
SVM algorithm are shown in Table 8. In the experiments, the highest success value, an
accuracy of 92.25%, was obtained when using WordNet and Doc2Vec methods together.
The parameters used for these methods are given in Tables 6a, 6d and 6f. Finally, in the
experiments conducted in the MLP category shown in Table 8, the highest accuracy value
of 91.63% was obtained when using the WordNet and Doc2Vec models together, as shown
in Table 9. The parameters of the methods with high results in this category are shown in
Tables 6d and 6g.

Figure 9 presents the ROC curves for the methods with the highest success among
the machine learning classification models. The area values of each class label are shown
separately in the ROC curves.
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As a result, it was seen in the experiments conducted in the RF, SVM and MLP
categories that the Doc2Vec model was effective at increasing the classification success, as
well as WordNet. This is because of the semantic preservation of documents achieved by
taking the sum and average of all word vectors in the Doc2Vec method. Another finding is
that while high success was achieved with low numbers of epochs for the Doc2Vec model,
the opposite was true for the Word2Vec model.

5.3. Deep Learning Classifier

The pretrained BERT and DistilBERT were used as deep learning-based classification
methods, and experiments were carried out using BERT or DistilBERT alone, as well as with
the combined use of BERT + WordNet and DistilBERT + WordNet. The tested parameters
included a learning rate ranging from 1e5 to 4e5, a batch size ranging from 4 to 16, a max
length ranging from 128 to 512, and 1, 3, 5, 7, and 10 training epochs. After analyzing the
experimental results, we determined the optimal parameters of BERT and DistilBERT, as
shown in Table 10.

It was reported in previous studies in which experiments were carried out using the
cased and uncased versions of BERT that the uncased version was more successful [65–68].
Therefore, in this study, we selected the BERT-Base uncased pretrained model for fine-tuning.
Experiments were performed using the transformers library. We optimized the BERT-Base-
Uncased model using the Adam optimizer, and the best accuracy values were obtained with
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three and five epochs. In the study, experiments were carried out using different combinations
of parameter values, and other optimal parameter values were as shown in Table 10. Batch size
was fixed as 4 in both the training and validation set. In the experiments using epoch values of
1, 3, 5, 7 and 10, the highest success value was obtained with three and five epochs, and it was
observed that the success decreased when seven epochs were used. In addition, experiments
using the same parameters were performed on a smaller, faster and lighter version of BERT,
known as DistilBERT.

Table 10. Optimal parameters adapted for BERT and DistilBERT.

Parameters Parameters Value

Optimizer Adam
Learning Rate 1e5

Epsilon 1e8
Max Length 256
Batch Size 4

Epochs 3–5

In Table 11, the precision, recall, F1-score and accuracy values of the experimental
studies using BERT and DistilBERT are presented. In the experiments conducted using
models from the deep learning category, the highest success was achieved with the hybrid
use of WordNet and BERT, where an accuracy of 93.77% was obtained. This value represents
the highest accuracy result obtained in this study. In order to achieve the highest value
possible, fine-tuning was performed, and the parameters in Table 10 were used. In the
experiment, batch size was fixed as 4 for both the training and validation set. Additionally,
among the epoch values of 1, 3, 5, 7 and 10 used, the highest success values were obtained
when using three and five epochs, and it was observed that the success decreased when
seven epochs were used. Because it is a powerful model, BERT achieved the highest success
rate [55]. BERT uses masked language models to enable deep bidirectional representations
to be pretrained. The masked language model randomly masks some tokens from the input,
predicting the original of the masked word based only on its context. BERT is very strong
for developing an understanding of context-heavy texts. The dataset we used consisted of
English long-form news content. Therefore, it was important to analyze it from a semantic
and contextual point of view. By using BERT and WordNet together to do this, deeper
learning was attained and high success was achieved.

Table 11. Macro averaged scores for BERT and DistilBERT classification. The best score from our
study is indicated in bold.

Method Precision Recall F1-Score Accuracy

BERT 92.49% 91.58% 91.94% 92.32%
WordNet + BERT 94.31% 92.99% 93.60% 93.77%

DistilBERT 90.51% 92.57% 91.34% 91.6%
WordNet+DistilBERT 92.71% 92.47% 92.56% 92.5%

In a study using the BERT model, using the pretrained BERT model directly in the
classification task did not result in a statistically significant improvement in performance.
The importance of using hyperparameters was emphasized, rather than statistical signifi-
cance [69]. Similarly, in this study, fine-tuning was performed with different parameters
after the pretraining stage.

Figure 10 presents the ROC curves obtained when using BERT and WordNet together
and when using DistilBERT and WordNet together. The area values of each class label are
shown separately in the ROC curves. In BERT, which is a deep learning-based classifier, the
highest accuracy value was obtained with the hybrid use of WordNet and BERT. It can be
seen from Figure 10a, which shows this method, that the class label field values are closer
to each other than in Figure 10b.
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6. Conclusions and Future Work

In this paper, we conducted a series of experiments to evaluate the effect of lexical
ontology and classification models with the aim of increasing classification success on
multi-class and imbalanced datasets.

In order to research the effect of lexical ontology on the success of classification
models, we conducted experiments using two different categories of model: machine
learning models and deep learning models. In the machine learning category, RF, SVM
and MLP models were trained together with the BoW, TF-IDF, Word2Vec and Doc2Vec
word embedding methods. Afterwards, these models were retrained with the same word
embedding methods using WordNet. The highest success in this category was achieved
when using the RF model together with WordNet and Doc2Vec, with an accuracy of 93.01%.
Experiments were then performed using BERT, which belongs to the deep learning category.
Here, our dataset was first used to train BERT and then it was retrained with WordNet and
the experiments were performed. The highest success rate in these experiments, an accuracy
of 93.77%, was obtained when using WordNet and the pretrained BERT as a hybrid model.
WordNet was used for feature dimension reduction, and lexicography files were used to
group words with the same meaning and repeating words, and we showed that using a
lexical ontology for dimension reduction increased the classification success rate. It was
observed that feature dimension reduction using WordNet increased the success rate on the
seven-class imbalanced dataset for both traditional machine learning classification models
and the deep-learning-based BERT and DistilBERT classification models. However, BERT
was more successful than the other classical methods, because it provides deeper learning.
Additionally, DistilBERT, which is a derivative of BERT, provided good results when used
in conjuction with WordNet. It also worked faster than BERT. We believe that this study
can motivate researchers to conduct document classification research using lexical ontology,
and our model can be applied in a variety of text classification tasks, especially in cases
where unstructured data are present and there are multiple classes to classify.

In future works, we aim to extend these experiments using other BERT models such as
ALBERT, RoBERTa, XLNet, etc., with WordNet and various multi-class imbalanced datasets.
We will also conduct experiments to address class imbalance in multi-class datasets using
various methods. Furthermore, since the Graph Convolutional Network (GCN) has re-
cently achieved successful results in text classification, it will be used together with and
independently of BERT in order to measure its success on multi-class imbalanced datasets.
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